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Larger language models better align with

thereadingbrain
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A systematic comparison of large language
models suggests that larger models align better
with both humanbehavior and brain activity
during natural reading. Instruction tuning,
however, does not yield a similar benefit.

Your brain effortlessly scans through the words on this page to con-
struct the unique meaning of the text I've written. Current words affect
the meaning of future words; the current sentence influences the mean-
ing of future sentences. How does the brain manage to piece all of this
together? Changjiang Gao, Zhengwu Ma and colleagues’, writing in
Nature Computational Science, look for answers in artificial neural
network models for natural language. They leverage recent advances
inlanguage modeling to determine what features of language models
best align with human reading.

Large language models (LLMs) are deep neural networks that have
beentrained to process real-world language and output useful, fluent
responses. The foundation of modern LLMs is a remarkably simple
learning objective: predicting the next word (or sub-word token) in
massive corpora of online text. At the core of LLM architecture is the
‘self-attention’ circuit: for any given word, internal components of
the model ‘attend’ to previous words in the text in order to better to
capture the unique, context-specific meaning of the current word® The
model effectively learns to ‘look back’ at previous words to make sure
itsrepresentation of the current word reflects the preceding context.
Exactly what the modellooks back at, and how the prior context sculpts
the meaning of the current word, are things the model learns — all in
pursuit of better next-word prediction. Recent work has shown that the
internal representations of LLMs are more closely aligned with human
brain activity than earlier classes of language model’.

Language models have become remarkably more fluent, conver-
sational and helpful over the past five years. Although there have been
many engineering developments, there are two factors that appear
to be particularly important. First, language models have become
larger and larger over the years — with many more layers and more
parameters. As language models get larger, they better capture the
nuances of human language behavior*. Interestingly, larger language
models also appear to align better with human brain activity>. Sec-
ond, many modern language models are fine-tuned on the basis of
humanfeedback, typically using examples of instructions paired with
human-curated responses’. These instruction-tuned models yield
outputs thatare more useful and better preferred by human users. How-
ever, it has remained unclear, from a cognitive perspective, whether
these instruction-tuned models align better with human behavior
and brain activity than those trained on next-word prediction alone®’.

With thisin mind, Gao and colleagues set out to test how these two
factors affect model-human alignment during naturalistic reading.

To doso, they used concurrent eye-tracking and functional magnetic
resonance imaging (fMRI) to measure gaze and brain activity simultane-
ously while human subjects (50 native English-speakers) read scientific
texts sentence by sentence. The authors thensupplied the same texts
sentence by sentenceto several different LLMs and extracted the atten-
tion patterns from each model. Critically, they systematically tested
models ofincreasing size, with and without instruction tuning, in terms
of their alignment to human behavior and brain activity.

A large portion of prior work using LLMs to model human brain
activity has used spoken narrative stimuli, in which subjects simply sit
back and listen to stories. Reading, on the other hand, isamuch more
active process than listening. Readers move their eyes from word to
word at their own unique pace. From an experimental perspective, this
makes reading more difficult to study than listening. When reading,
humans tend to rapidly glance back at previous words — these regres-
sive saccades go against the typical direction of reading (left to right
in English) and account for 15-25% of saccades’. Although the role of
these saccadesinlanguage comprehensionisstill not fully understood,
they may serve asabehavioral signature of the brain’s effortstoresolve
the present meaning of a text based on previous words. (Does this
remind you of something you have already read in this manuscript? Did
your eyes flit back to check?) The authors took advantage of this paral-
lel between human reading behavior and the internal self-attention
mechanism of LLMs to quantify model-human alignment.

First, Gao, Ma and colleagues tested how well a model’s internal
attention patterns — that is, which words the model tends to ‘look
back’at —matchregressive saccadesin humanreading behavior. They
found that larger models predicted human reading behavior better,
butinstruction-tuned models did not outperform their counterparts
(same ssize but withoutinstruction tuning). Second, the authors tested
how well the model’sinternal attention patterns match fluctuationsin
brain activity corresponding to the same regressive saccades. Again,
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they found that larger models are better aligned with brain activity,
but that instruction tuning did not improve model-brain alignment.
Note that these scaling effects in model-human alignment are not
simply due to overfitting in the alignment process: the models are
evaluated on left-out stimuli to mitigate overfitting and the same
effects are observed even when larger models are reduced to matching
dimensionality®®. Larger models appear to learn structures of language
that smaller models cannot.

Overall, these findings confirm that larger models align better
with human reading — but indicate that instruction tuning, despite
yielding more useful models, does not appear to bring them closer
to human cognition. Further work is needed to determine whether
other kinds of fine-tuning may improve model-human alignment, or
whether instruction tuning may enhance alignment for particular kinds
of natural language tasks.

Why would simply making models larger bring them closer to
humans? Scientists usually prefer simpler, more easily interpretable
models and explanations. Taking a historical example from astronomy,
LLMs might be accused of adding epicycles, in which amore parsimo-
nious explanation of language processing remains hidden. Linguists
have developed very elegant rules for describing many regularities of
language. The patterns of real-world language, however, are incredibly
rich, with both rule-like regularities and all manner of irregularities
and contextualinflections. Despite the appeal of symbolic, rule-based
models of linguistic structure, they have not scaled up to holistic,
full-fledged language processing. Such models do not explain how
all the remarkably diverse structures of language can be unified in a
‘language’ of neural activity, or how these structures can be obtained
(whether through evolution or learning).

LLMs, onthe other hand, do notappeal to any of the constructs of
formal linguistics — despite being able to reproduce essentially all of
the structures and patterns of natural language in generating fluent,
meaningful responses. Instead, they encode all of these structuresina
continuous, high-dimensional embedding space. They rely on neural

population codes and a simple statistical learning algorithm. It’s the
scale of these models that makes them expressive enough to accom-
modate the rich contextual structure of everyday language. Despite the
complexity of what they learn, these models are deceptively simple: for
example, the self-attention circuitis famously summarizedinaone-line
equation. Thereisan unusual elegance in building alearningmachine
from which so many of the intricacies of language emerge simply by
runningit up against the structure of everyday language. This may give
thelinguist pause, butit’s an exciting moment for those of us pursuing
acomputational neuroscience of natural language.
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